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Automatically generating questions to support 
the acquisition of particle verbs: evaluating 
via crowdsourcing

Maria Chinkina1, Simón Ruiz2, and Detmar Meurers3

Abstract. We integrate insights from research in Second Language Acquisition 
(SLA) and Computational Linguistics (CL) to generate text-based questions. We 
discuss the generation of wh- questions as functionally-driven input enhancement 
facilitating the acquisition of particle verbs and report the results of two crowdsourcing 
studies. The first study shows that automatically generated questions are comparable 
to human-written ones. The second study investigates different types of questions, 
their perceived quality, and the responses they elicit.
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1.	 Introduction

Questioning is habitually used by language teachers to test comprehension and 
check understanding of grammar and vocabulary. As argued in Chinkina and 
Meurers (2017), questions can facilitate the acquisition of different linguistic forms 
by providing a kind of functionally-driven input enhancement, i.e. by ensuring 
that the learner notices and processes the form. The CL task of automatic Question 
Generation (QG) has explored different types of questions: from factual (Heilman, 
2011) to deeper ones (Labutov, Basu, & Vanderwende, 2015). For this study, we 
generate text-based wh- questions and gap sentences targeting particle verbs as they 
represent a considerable learning load (Schmitt & Redwood, 2011). For instance, 
given the source text (1), our system generated the question item (1a). 
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(1) Source text4: Cancellations “ticked up slightly and unexpectedly” in 
early April amid press coverage about the coming increases, the Netflix 
letter said.

(1a) Computer: According to the Netflix letter, what did cancellations do? 
Cancellations _______ slightly and unexpectedly in early April amid press 
coverage about the coming increases.

Given a sentence parsed using Stanford CoreNLP (Manning et al., 2014), our 
algorithm detects particle verbs, identifies syntactic components, and applies 
transformation rules to generate a question. 

The performance of QG systems is commonly assessed by human judges – from 
university students (Zhang & VanLehn, 2016) to crowd workers (Heilman & 
Smith, 2010). Using crowdsourcing to compare computer-generated and human-
written questions seemed like a logical next step in this line of research. Thus, we 
conducted two crowdsourcing studies5 to answer the following research questions:

•	 Are computer-generated questions perceived as similar to human-written 
ones in terms of well-formedness and answerability?

•	 Are wh- questions with a gap sentence perceived better in terms of well-
formedness and answerability than open-ended wh- questions?

•	 Do wh- questions with a gap sentence elicit more particle verbs than open-
ended wh- questions?

2.	 Study 1

2.1.	 Methodology

The goal of this study was to evaluate our question generation system against the 
gold standard of human-written questions. Given a corpus of 40 news articles, 
an English teacher and our system each produced 69 questions targeting particle 
verbs. Questions (2a) and (2b) below are examples of well-formed human-written 
and computer-generated questions.

4. http://www.reuters.com/article/us-netflix-results/netflix-customer-growth-slows-amid-price-hike-shares-plunge-idUSKCN0ZY2H4
5. http://crowdflower.com

http://www.reuters.com/article/us-netflix-results/netflix-customer-growth-slows-amid-price-hike-shares-plunge-idUSKCN0ZY2H4
http://crowdflower.com
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(2) Source text6: Beijing's drive to make the nation a leader in robotics 
through its “Made in China 2025” initiative launched last year has set off 
a rush as municipalities up and down the country vie to become China's 
robotics center.

(2a) Human: What has the “Made in China 2025” initiative done since it 
was launched last year? It has _____ a rush for municipalities to become 
China's robotics center. 

(2b) Computer: According to the article, what has Beijing's drive done? 
Beijing's drive has _____ a rush as municipalities up and down the country 
vie to become China's robotics center.

To acquire high-quality judgements from proficient English speakers, we limited 
the countries participating in our crowdsourcing study to English-speaking and 
some European ones (e.g., Sweden, the Netherlands). We also included so-called 
test questions to ensure the contributors understood the task at hand and were able 
to tell well-formed from ill-formed questions. 

In the study, the participants were presented with a source text one to three 
sentences long and a question about it. They had to rate each question on two 
separate five‑point scales (well-formedness and answerability). Additionally, 
the participants were required to answer the question and to make a guess as to 
whether it was produced by an English teacher or a computer. We collected 1380 
judgements from 364 contributors.

2.2.	 Results

We first calculated the IntraClass Correlation (ICC) between the contributors’ 
ratings. As the ICC was smaller than .1 (.08 for well-formedness and .09 for 
answerability), we could ignore the dependencies among the observations and use 
a simple t-test. 

The results showed that human-written questions were slightly better-formed than 
computer-generated ones (Cohen’s d=0.13, t=2.06, p=.03). On the answerability 
scale, the results were non-significant (d=0.02, t=-0.42, p=.1). To quantify the 
similarity of the two types of questions, we conducted equivalence tests (d=0.5, 
alpha level of .05). All results were statistically significant on both scales (p≤.001), 

6. http://www.reuters.com/article/us-china-debt-robotics-insight/chinas-robotics-rush-shows-how-its-debt-can-get-out-of-
control-idUSKCN10E0EV

http://www.reuters.com/article/us-china-debt-robotics-insight/chinas-robotics-rush-shows-how-its-debt-can-get-out-of-control-idUSKCN10E0EV
http://www.reuters.com/article/us-china-debt-robotics-insight/chinas-robotics-rush-shows-how-its-debt-can-get-out-of-control-idUSKCN10E0EV
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which indicates that computer-generated and human-written questions are 
equivalent given the aforementioned parameters7. A mixed-effects model revealed 
a strong correlation between rating a question high and thinking it was human-
written (well-formedness: d=0.8, t=17.12, p<0.001; answerability: d=0.7, t=11.71, 
p<0.001). This indicates that participants expect automatically generated questions 
to be more ungrammatical and unnatural.

3.	 Study 2

3.1.	 Methodology

In the second crowdsourcing study, we wanted to find out i) whether adding a 
gap sentence to an otherwise open-ended wh- question improves its rating, and 
ii) whether wh- questions with a gap sentence elicit more particle verbs than 
open-ended wh- questions. Given the 40 news articles used in the first study, we 
generated 60 questions and included two types of each question in the dataset – a 
wh- question with and without a gap sentence. We did not intend to evaluate our 
system in this study and excluded all ungrammatical or unanswerable questions. 
In the end, the data consisted of 96 human-written and 96 computer-generated 
questions. 

To imitate a study with non-proficient English learners, we selected contributors 
with a high reliability but did not limit the participation based on their level of 
English. The participants were required to answer the questions and rate them on 
two separate five‑point scales (well-formedness and answerability). We collected 
960 responses from 477 contributors.

3.2.	 Results

The agreement among non-proficient English speakers was moderate. The ICC 
was 0.34 and 0.37 for well-formedness and answerability, respectively, so we opted 
for mixed-effect models. The results showed that adding a gap sentence improved 
both well-formedness (d=0.133, t=2.27, p<.01) and answerability (d=0.14, t=2.33, 
p<.05). To investigate which types of questions elicited more particle verbs, we 
randomly selected 20% of the responses, excluded nonsensical and non-English 
answers, and annotated and analysed the remaining questions. We found that 

7. In equivalence testing, the null and the alternative hypothesis are reversed. Therefore, statistically significant results indicate 
that the two samples are equivalent.
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the questions containing an additional gap sentence elicited more particle verbs 
(d=0.16, t=2.97, p<.01) and more correct responses (d=0.12, t=2.5, p=.01).

4.	 Conclusions

The results of two crowdsourcing studies showed that computer-generated questions 
are comparable to human-written ones. We also found that the addition of a gap 
sentence to a wh- question significantly improves its perceived well-formedness 
and answerability. Moreover, the responses elicited by wh- questions with a gap 
sentence contain significantly more correct answers, particle verbs among them, 
than those elicited by open-ended wh- questions. 

From the CL perspective, these findings imply that QG systems can benefit 
from leveraging different types of questions. Combining a wh- question with a 
more specific gap sentence helps avoid the pitfalls of the two question types: it 
maximises the grammaticality and minimises the ambiguity of a question while 
keeping the task communicative. Such combined question items also elicit more 
target linguistic forms, which is crucial for functionally-driven input enhancement, 
as discussed in Chinkina and Meurers (2017).

Interestingly, the participants associated the well-formedness and answerability of 
a question with it being human-written. This shows that people, and teachers in 
particular, are often not aware of the state-of-the-art in CL technology and could 
benefit more from intelligent computer-assisted language learning tools. 
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